# 一、Logistics回归

**1、基本原理**

Logistic Regression和Linear Regression的原理是相似的，可以简单的描述为这样的过程：

（1）找一个合适的预测函数（Andrew Ng的公开课中称为hypothesis），一般表示为*h*函数，该函数就是我们需要找的分类函数，它用来预测输入数据的判断结果。这个过程时非常关键的，需要对数据有一定的了解或分析，知道或者猜测预测函数的“大概”形式，比如是线性函数还是非线性函数。

（2）构造一个Cost函数（损失函数），该函数表示预测的输出*(h)*与训练数据类别*(y)*之间的偏差，可以是二者之间的差*(h-y)*或者是其他的形式。综合考虑所有训练数据的“损失”，将Cost求和或者求平均，记为函数，表示所有训练数据预测值与实际类别的偏差。

（3）显然，函数的值越小表示预测函数越准确（即*h*函数越准确），所以这一步需要做的是找到函数的最小值。找函数的最小值有不同的方法，Logistic Regression实现时有的是梯度下降法（Gradient Descent）。

**2、具体原理**

**2.1构造预测函数**

Logistic Regression虽然名字里带“回归”，但是它实际上是一种分类方法，用于两分类问题（即输出只有两种）。需要先找到一个预测函数*(h)*，显然，该函数的输出必须是两个值（分别代表两个类别），所以利用了Logistic函数（或称为Sigmoid函数），函数形式为：

对应的函数图像是一个取值在0和1之间的S型曲线（图1）。
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接下来需要确定数据划分的边界类型，对于图2和图3中的两种数据分布，显然图2需要一个线性的边界，而图3需要一个非线性的边界。接下来我们只讨论线性边界的情况。

对于线性边界的情况，边界形式如下：

构造预测函数为：

函数的值有特殊的含义，它表示结果取1的概率，因此对于输入x分类结果为类别1和类别0的概率分别为：

**2.2构造Cost函数**

Cost函数及函数如式（5）和（6）。

这里的Cost函数和函数是基于最大似然估计推导得到的。下面详细说明推导的过程。（4）式综合起来可以写成：

取似然函数为：

对数似然函数为：

最大似然估计就是要求得使取最大值时的，其实这里可以使用梯度上升法求解，求得的就是要求的最佳参数。但是，在Andrew Ng的课程中将取为（6）式，即：

因为乘了一个负的系数-1/m，所以取最小值时的为要求的最佳参数。

**2.3梯度下降法求*J(θ)*最小值**

求的最小值可以使用梯度下降法，根据梯度下降法可得的更新过程：

式中为学习步长，下面来求偏导：

上式求解过程中用到如下的公式：

因此，（11）式的更新过程可以写成：

因为式中本来为一常量，所以1/m一般将省略，所以最终的更新过程为：

另外，补充一下，2.2节中提到求得取最大值时的也是一样的，用梯度上升法求（9）式的最大值，可得：

**2.4梯度下降过程向量化**

约定训练数据的矩阵形式如下，x的每一行为一条训练样本，而每一列为不同的特称取值：

约定待求的参数的矩阵形式为：

先求并记为：

求并记为：

的参数为一列向量，所以实现g函数时要支持列向量作为参数，并返回列向量。由上式可知可以由一次计算求得。

再来看一下（15）式的更新过程，当j=0时：

同样的可以写出，

综合起来就是：

综上所述，更新的步骤如下：

（1）求；

（2）求；

（3）求，表示矩阵x的转置。

也可以综合起来写成：

其中，1/m是可以省略的。

# 二、线性回归

线性回归是在已有数据集上通过构建一个线性的模型来拟合该数据集特征向量的各个分量之间的关系，对于需要预测结果的新数据，我们利用已经拟合好的线性模型来预测其结果。线性模型在二维空间中就是一条直线，在三维空间是一个平面，高维空间的线性模型不好去描述长什么样子；如果这个数据集能够用一个线性模型来拟合它的数据关系，不管是多少维的数据，构建线性模型的方法都是通用的。

线性方程为：

使用最小二乘法对和进行估计，为了便于计算，我们把和吸入向量形式,相应的把数据集表示为m\*(d+1)大小的矩阵，其中每行对应于一个示例，该行前d个元素对应于示例的d个属性值，最后一个元素置为1，即：

通过建立一个损失函数来衡量估计值和实际之间的误差的大小，我们将最小化损失函数作为一个约束条件来求出参数向量的最优解。损失函数通过平方误差计算。

其中和互为转置矩阵（=），结果为标量，值相等，可以合并。

对求导，

令，即，所以得到如下：